**Introdução**  
O aprendizado de máquina tem se mostrado uma ferramenta poderosa em diversas áreas, incluindo esportes como a Fórmula 1, onde grandes volumes de dados podem ser analisados para prever desempenho, identificar padrões e otimizar estratégias. Neste contexto, os algoritmos de Gradient Boosting se destacam como técnicas de aprendizado supervisionado que buscam melhorar a precisão das previsões por meio de modelos baseados em árvores de decisão. Este estudo utiliza um dataset da Fórmula 1 para realizar uma análise descritiva da base de dados, seguida da construção de um modelo preditivo. A partir dos resultados do modelo, serão gerados gráficos de importância das variáveis, e a previsão será feita para identificar quem pode ganhar a temporada de 2025.

**Resumo**  
Este estudo visa explorar e comparar a eficácia dos algoritmos gradient\_boosting, ada\_boost e lightgbm no contexto de análise de dados da Fórmula 1. Foi escolhida uma base de dados da Fórmula 1, que passou por uma análise descritiva inicial para entender suas variáveis e padrões. A seguir, um modelo de aprendizado de máquina foi criado utilizando os algoritmos mencionados, e gráficos de importância das variáveis foram gerados para entender como diferentes características influenciam as previsões. O modelo foi então utilizado para fazer uma previsão sobre quem tem maior probabilidade de vencer a temporada de 2025.

A análise será realizada sobre o dataset de Fórmula 1, onde as variáveis relevantes serão extraídas e comparadas entre os diferentes modelos, com o intuito de avaliar qual algoritmo apresenta a melhor performance para a previsão e classificação de dados do esporte. O estudo utilizará métricas de precisão, recall e F1-score para mensurar os resultados, além de um estudo de viabilidade computacional em termos de tempo de treinamento.
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